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Abstract. Refactoring support is currently aimed at automatically finding and
applying individual transformation steps. Some techniques exist to suggest wider
design changes that can be made to a system in order to improve certain design
characteristics. Therefore, the sequence of refactorings needed to perform the
proposed changes must be found by the developer. Support for complex refactor-
ing sequences generation and execution could help on high level software sys-
tems redesigning, allowing the inclusion of very high level refactorings as a reg-
ular technique in the software development process. This paper presents which
formalisms, techniques and tools we are exploring to address this problem, and
shows the conclusions reached so far.

1 Introduction

Current approaches to refactoring automation [1] are focused on finding and applying
individual transformation steps. When a refactoring opportunity has been detected, de-
velopment tools are used to automatically apply the refactoring and test its effects.

This refactoring opportunity detection usually deals with a single transformation
at a time. Some techniques exist to suggest wider design changes that can be made to
a system in order to improve certain design characteristics. Formal Concept Analysis
can be used as in [2] to propose hierarchy reorganisation. Metrics can help detecting
Bad Smells [3] so that the developer can remove them. In these cases, the desirable
change is automatically sketched, but to achieve it, just some guidelines are provided.
The sequence of refactorings needed to perform the proposed change must be found by
the developer.

Therefore automatic support to systematically build these refactoring sequences is
needed to fully automatise the process of improving software system design. So, given
a change proposal to improve a system’s design, this work aims at providing automatic
support for planning the refactoring sequence which could make that change effective.

This paper presents which formalisms, techniques and tools we are exploring to ad-
dress this problem, and shows the conclusions reached so far. The paper is organised in
the following manner. In Section 2, the main problem, its subproblems and the research
strategies are presented. In Section 3, a software system which will be used to extract
examples from it and as a case study, is presented. Later on, in Section 4, we introduce
the underlying formalisms we are exploring to model the problem. We introduce how
programs and refactorings can be represented within the chosen formalism in Section 5,
and the refactoring discovering algorithm is overviewed in Section 6. Conclusions and
future work can be found in Section 7.
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2 Refactoring Plans: Problem Description

Refactorings [4, 5] are structural transformations that can be applied to a software sys-
tem to perform design changes without modifying its behaviour. So, running refactoring
transformations should obey high level design modification proposals. Efforts to include
refactorings as a regular technique in the software development process, have led to
refactoring support being commonly integrated into development environments. Refac-
torings are offered to the programmer as small transformations which can be launched
over the source code. The programmer is still responsible of translating a design chang-
ing proposal, such us reorganising an inheritance hierarchy, into the appropiate set of
refactorings that fulfils that proposal. Another automatisation step has to be taken to
help on high level redesigning. It is not only required to support single refactoring oper-
ations within development tools, but to automatise planning and execution of complex
refactoring sequences.

2.1 Defining Refactoring Plans

We pretend to introduce a new concept, which we have named "Refactoring Plan”, and
which can be described in the following terms:

Definition 1. A “Refactoring Plan” will be an specification of a refactoring sequence
which matches a system redesign proposal, so that it can be automatically executed to
modify the system in order to obtain that desirable system re design without changing
the system'’s behaviour.

The research presented here aims at supporting Refactoring Plans, allowing its in-
clusion as a regular technique in the software development process (Fig. 1). A set of
formalisms, techniques and tools providing automatic generation of refactoring plans
will be our main research results, and for that, results need to answer the following
questions.



Question 1.Given a software system as the source of a transformation, a redesign pro-
posal as the target, and a set of refactorings that can be used as transformation opera-
tions:

1. Does a refactoring plan, which transforms the source into the target using the pro-
vided refactorings, exist?
2. when a refactoring plan exists, can it be generated and executed automatically?

2.2 Subproblems and Research Strategy

Addressing the automatic generation of refactoring plans problem involves solving the
following subproblems:

— Definition and formalisation of the “Refactoring Plan” concept.

— Representation and formalisation of Software and Refactorings.

— Elaboration of a refactoring discovering algorithm.

— Validation of proposed subproblem solutions through existing tools and prototype
implementation.

In addition to that, the research has been planned to progress through two stages.
Differences between both stages are on the type of description of the transformation
target and the information amount it provides about the desirable software system. In
both stages, the source description will be the current system source code.

For the first stage, the target will be the desirable system source code, assuming the
refactoring plan has already been applied. Goals of the first stage are proposing and
validating a solution to the automatic generation of refactoring plans problem. Results
of this stage can be applied to problems where the need is not to perform the system
transformation, already done, but testing if a refactoring sequence exists, so the target
system preserves the behaviour of the original system.

Once the first stage is over, the second stage will focus on how much information
can be removed from the target system, so the refactoring plan can still be computed.
Extensions and improvements of the developed solutions will be needed. Goals of the
second stage are defining the kind of descriptions that can be used as targets of a trans-
formation. Application of second stage results will be providing full support for auto-
matic generation of refactoring plans for available types of target descriptions.

While in [6] an approach to the refactoring problem is presented, it is just addressed
to deal with situations covered by the first stage. In the following sections we will
present researching being done within the first stage too.

3 Case Study: a “Lazy Class” in the JFreeChart Project

Areal system has been chosen to be used as the case study to test researching directions.
This software system is the projedFreeChart, hosted inwww.sourceforge.netin

[3] this project has already been used, validating metrics to detect Bad Smells. The
example focus on a class that suffers from the Bad Smell “Lazy Class”, which has been
discovered through metrics analysis. The Bad Smell “Lazy Class”, identifies a class



which is not holding enough responsabilities so it must be deleted and its elements
must been moved to another class. It is suggested to use refactorings such us “move
method”, “remove class” and “collapse hierarchy”.

This case study demonstrates the need for an automatic generation of refactoring
plan support. Despite of the simple change proposed, the refactoring plan needed to
accomplish it takes 16 refactoring steps and 7 different refactoring types.

4 Problem Formalisation

Intrinsic characteristics of refactorings include modification of the system structure and
behaviour preserving transformations. An underlying formalism must be chosen, so that
it focuses on description and manipulation of structural information, and so that certain
condition checking can be performed too when modelling transformations. Graph trans-
formation ([7, 8]) is the general formalism that has been selected. In [6] an approach to
the refactoring problem is presented which directly uses the program abstract syntax
tree as the software representation mean.

Previous works exist which make use of graph transformation for refactoring for-
malisation. In [9, 10] the graph transformation approach is shown to be valid for refac-
toring formalisation. Programs and refactorings are represented with graphs in a lan-
guage independent way, using a version of abstract syntax trees with the appropiate
expressiveness level needed for the problem. This kind of representation, Radled
gram Graphs, will be used as the basis for developing a specific graph representation
for this research.

Two main directions can be found within the field of graph transformations, that
can be useful addressing the refactoring discovering problem: Rule Driven Systems
and Programmed Graph Rewriting Systems.

Other approaches in refactoring formalisation exists. The work presented in [11,
12] relies on first order logic formalisation. In this work, refactorings are described in
terms of preconditions, postconditions and transformation relationships between them.
It is specially interesting because this kind of descriptions could also be used in a graph
rewriting approach.

4.1 Rule Driven Systems

Rule Driven Systems are graph rewriting systems where transformations are executed
following the derivation sequences stated by graph grammar rules. Rules are randomly
selected and a graph grammar controls the transformation process.

An early approach to the refactoring plan generation problem based on graph gram-
mars was presented in [13]. The problem was modeled as a formal language problem.
Checking whether the target system could be derived or not from the source system
using the available set of defined refactorings, was compared to the membership prob-
lem of formal language theory. The idea was to take advantage of the graph parsing
capabilities of the graph grammar systems.

This approach deals well with visual languages parsing [14]. In these problems, the
graph rules generate graphs, belonging to the language defined by a graph grammar,



from an initial state or node. Derivation paths are well defined. But, for the refactoring
discovering problem, an exhaustive refactoring analysis must be done to state things
like: “To remove Bad Smell P, a sequence of the kind R1 R2+ R3* (R4|R5) is always ex-
ecuted!; so that a graph grammar with a well known derivation tree can be formulated.
Given that, over a software system, the number of different instances of different refac-
torings which can be applied for each derivation step is almost unpredictable, another
graph grammar direction was searched.

The AGG tool [15, 16], representing this kind of graph transformation approach,
was used in the experiments. AGG is a graph grammar tool that supports graph gram-
mar concepts needed for the refactoring plan generation problem, such as typed at-
tributed graph grammars ([17, 18]), negative application conditions, graph parsing, and
rule layering. Rule layering allows for a basic flow control definition for rule execution.

4.2 Programmed Graph Rewriting Systems

Programmed Graph Rewriting Systems present a more general graph rewriting ap-
proach. Structured programming, algorithms, etc.can be use in addition to the defini-
tion of a graph grammar. The General graph rewriting tool PROGRES [19, 20], will

be used in the forthcoming experiments, because it offers more control over the rule
selection and application algorithm and more expressiveness than the grammar based
systems. Within this approach, the refactoring plan generation problem can be modeled
as a state space search problem. The transformation source can be seen as the start state
and the target as the final state. Refactorings are treated as state changing operations.
The problem here is the combinatorial explosion, which must be faced with heuristics.

5 Software and Refactoring Representation

To represent software systems and refactorings, the graph of [9] has been chosen. To
formalise refactorings, a formal graph representation of Object-Oriented (OO) soft-
ware is needed. It must support elements of OO paradigm (classes, fields, methods,
...) and their structural relationships. In order to represent refactorings below method
signature level, also method bodies must be represented. As mentioned in Sec. 4, the
formalism presented in [9] presents a graph rewriting system based on directed typed
graphs which is already aimed at formalisation of refactorings. This formalism defines
a representation of refactorings as graph transformation rules. As an important feature
related to refactorings, it is designed to allow representation of behaviour preserving
invariants too. Syntactic correctness of the generated graphs are assured with the use
of constraints and well formedness rules. To allow representation of refactoring trans-
formations which must appear in a specific context to be performed, it supports the
specification of context-sensitive rules through the definition of negative application
conditions, node embeddings and the use of path expressions.

We have develop an extension to Program Graphs cd#ded Program Graphs
which includes Java concepts such as visibility, interfaces and packages, in order to
allow running experiments for real systems such as the case study presented in Sec.
3. Despite of the formalism [9] is designed for graph grammar systems, representation
ideas can be transferred to a programmed graph rewriting modelisation of the problem.



6 Refactoring Rules and Refactoring Discovering Algorithm

We are describing programmed graph refactoring rules in a similar way refactorings
are defined in [11, 12]. The programmed graph rewriting approach allows to build com-
plex refactoring descriptions. Structured programming can be used for example,to de-
fine if...then...elseconditions, and it makes possible to describe complex refactorings
that takes more than one step to be performed. With this approach, refactorings can
be decomposed into preconditions, postconditions, transformations and transformation
relationships between pre and postconditions. Therefore, more expressiveness and ex-
ecution control than the graph grammar only approach allows to define a more guided
algorithm to find the source-target transformation path.

To address the refactoring plan problem with a programmed graph rewriting ap-
proach, a basic state space algorithm is being developed. This definition provides an
overview of the refactoring discovering process.

Definition 2. Basic refactoring discovering algorithm. Iteratively, refactorings are be-
ing selected and applied to the source graph until it is transformed into the target graph.
At the end of each iteration, source and target graphs are checked to test whether they
are isomorphic or not.

Refactorings which their precondition sets don’t hold on the source graph will never
be selected. Refactorings which their postcondition sets don’t hold on the target graph,
can be selected but their postconditions that not hold will be kept as awaiting postcon-
ditions. Refactorings that make a awaiting postconditions no longer being held on the
source graph, will be selected preferably and will remove that postconditions from the
awaiting list when applied.

The refactoring plan will be found if and only if, the graphs become isomorphic,
with no postcondition to be held on the target graph.

The first heuristic that has been formulated is based on refactoring postconditions
and prioritises the selection of refactorings which postconditions hold on the target
graph. Refactorings which make that previous selected refactorings could hold their
awaiting postconditions, are given priority too in each iteration selection process. Re-
sults from Demeyer’s work ([21]) where metrics are used to detect quantitative changes
that refactorings produce are being explored to develop complementary heuristics.

7 Conclusions and Future Work

This work presents the initial state to support the automated elaboration of Refactoring
Plans. The main requirements of the problem and the directions to explore have been
stated. The case study that will be used to explore the initial proposals has been intro-
duced It has been found that graph transformations offer good mechanisms to be used
as the underlying formalism, specifically the programmed graph rewriting approach.
A format for representing Java programs has been developed. We have defined also, a
mean for specification of refactorings as programmed graph rewriting rules in terms of
preconditions, postconditions and transformation rules. Finally, we have introduced a
general overview of our refactoring discovering algorithm.

Main future tasks will be directed to:



— Further definition of the “Refactoring Plan” concept

— Extend the available set of refactorings.

— Validate proposals implementing the algorithm in the PROGRES tool.

— Analyse termination and correctness conditions of the refactoring discovering al-

gorithm.

— Analyse, improve and extend heuristics of the state space search algorithm.
— Test another approaches such as the first order logic refactoring framework.
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