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Abstract: One of the most important factors of success in the development of a 
software product line is the elicitation, management, and representation of the 
variability. In this context, this article explores the advantages of adopting the 
Model Driven Development (MDD) paradigm in the variability management, 
including the transformation of feature graphs into UML models. The global 
picture involves a sequence of models from requirements to features and from 
both to the architecture (a UML model). The conclusion is positive as the 
introduction of MDD ideas raises the abstraction level in the instantiation 
process of the product line. More effort is needed to further evaluate some of 
the ideas related to MDD transformations: in particular, traceability register is 
essential if we want to exploit their benefits.  

1 Introduction 

Product lines (PL) have become the most successful approach in the reuse field, but is 
a very complex concept that requires a great effort in both technical [2, 4] and 
organizational [1] dimensions. Our previous work intends to define a PL development 
process that requires less investment and presents results earlier than more traditional 
product line methods, by adapting a conventional process [12]. In this paper we focus 
on the ideas of Model Driven Development (MDD) and, in particular, Model Driven 
Architecture (MDA) that can help this development process. MDA was introduced by 
the Object Management Group (OMG) and is based on the Platform Independent 
Model (PIM) concept. The PIM is a specification of a system in terms of domain 
concepts and independently of platforms. The system can then transform the PIM into 
a Platform Specific Model (PSM) [14]. MDD has a wider vision and is founded on 
well-established practices of software reuse field. As the main strength of MDA is the 
transformation of different models and feature models are the basis of our process, it 
is worth exploring the relations of these models with UML conventional models. The 
next section briefly introduces Product Line Requirements Engineering and discusses 
the benefits that MDA/MDD can bring to this product line approach, including the 
definition and implementation of the transformation of feature graphs into UML 
models. Section 3 concludes the paper and proposes additional work. 
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2 MDD and Product Line Requirements Engineering 

The Product Line Requirements Engineering discipline, as defined in our process, 
includes several activities. The main activity involves the specification of the domain 
model, which consists in the domain features. The design of a solution for these 
requirements constitutes the architectural asset base of the product line (typically 
implemented as an OO Framework). Later, in the application engineering process, an 
application model must be derived from the domain model. In this process alternative 
concepts are selected based on customer functional and non-functional requirements. 
This activity is essentially a transformation process where a set of decisions taken by 
the application engineer generates the initial feature product model and, consequently, 
via traceability links, the initial architecture of the product. The variation points are 
selected on the conceptual level on the basis of a rationale provided by functional and 
non-functional requirements.  

One of the most critical points is the elicitation and analysis of requirements 
variability. In addition to the information that expresses the requirements themselves, 
it is important to know the variability of the requirements, and the dependencies 
between them. Our proposal was initially based on the work of the SEI on use cases 
and features [3]. To represent this kind of information, the requirements are usually 
structured in feature hierarchies [9, 10]. Thus, each user requirement is an identifiable 
functional abstraction, or feature. The features are organized by a graphical AND/OR 
hierarchical diagram, i.e. the feature graph, which captures the logical structural 
relationships between requirements. Although its effectiveness has been proven in 
many projects, we think that this strategy has an intrinsic weakness: it is oriented to 
the solution more than to the requirements. We therefore believe that specific 
requirements engineering techniques can help. Not only the functionality but also 
non-functional requirements (NFR) must be taken into account. This has led us to 
consider other possibilities such as Goal Oriented Requirements Engineering [13] as a 
way of introducing intentionality in the elicitation and analysis of the requirements 
variability.  

It is worth analyzing the possibilities that the MDD/MDA ideas can bring to this 
field. Essentially we are searching for an (ideally automated) derivation of an optimal 
specific product in a product line, while taking into consideration functional and non-
functional requirements and using the goals and feature models and their correlations 
as the starting point. A set of transformations between these models can actually be 
carried out. The general schema is presented in Figure 1. The interest of using our 
complementary goal/feature model is twofold: a) it allows the application engineer to 
deduce (if the traceability links are carefully established) what features are needed to 
reach the selected goals (or functional requirements), and b) which is the optimal set 
of goals/features in the context of a set of NFR (expressed as soft-goals) of a 
determined priority that provides the rationale of the selection. In practice, this 
supposes a rise in the abstraction level of the variants selection process, making the 
selection in the requirements level instead of in the feature level. The novelty with 
MDA is the possibility of the automation of some of the transformations of Figure 1.  

There are basically two kinds of transformation: horizontal and vertical. Horizontal 
transformations derive a subset of the main model by means of manual selection in 
the goal level, configuration in the feature level and instantiation in the architecture 



level. The first one must be done by the domain analyst from the user goals, but the 
others can be automatized if we have trazability from the goals to the features that 
implement them and from features to derived architectural classes (integrated in the 
vertical transformations). 
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Fig.  1 Product line engineering and MDA and the scope of this study. Left and right parts of 

the Figure refer to Product Line and Application processes respectively. 

We focus in this paper on vertical transformations, where the changes are in the 
abstraction level. In particular, we center on the PL Feature Model to PL Architecture 
transformation, obtaining the architecture skeleton from the features. The method we 
have chosen is based on the meta-model mapping approach [6]. The work consists in 
defining a set of transformations between the elements of variability in the feature 
models and the architectural solutions (really each kind of variability in the feature 
model can be implemented by more than one technique [5]).  

Fig.  2  Feature simplified meta-model, adapted from Czarnecki et al. [7] 
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The way to define a transformation is to select an element of the feature meta-
model and give one or several equivalences in the UML meta-model. This implies 
that an annotation is needed in the feature model to select one of the possible design 
mechanisms. As we need a precise definition of the meta-models, the first 
consideration is to answer the question about the meta-model compatibility of these 
different models. It is clear that the PL Architecture meta-model is the UML meta-
model. The feature models (and sub-models) are built using other concepts but several 
studies have specified different meta-models using MOF. We have explored these 
meta-models as the election influences greatly the transformation process. The meta-
model proposed by Czarnecki et al. [7], has been selected because the simplicity of 
the related transformation. In this approach, three types of features are differentiated 
and the distinctive property of the relationships is the cardinality (Figure 2).  

The strategy of transformation is based in the three subtypes of Feature. The root 
of every tree in a Feature model (RootFeature) is transformed in a class and a 
recursive transformation of Solitary Features and Feature Groups linked to every 
feature is carried out. The presence of a group implies a class associated to the parent 
feature that is specialized into several subtypes (one per alternative feature).  

Figure 3 shows partially the graphically expressed transformation (using the last 
QVT submission syntax [15]) of a Model Feature into a UML/XMI model.  In fact, 
the transformation is most interesting if we consider that the framework obtained (and 
completed by the designer but with the links saved) can be used to automatically 
derive the application model by selecting the desired goal/features, as mentioned 
above. This possibility compensates the overcharge of complexity of the goal/feature 
traceability management in the architectural model.  

 

Fig.  3 Transformation definition of a Feature model into a UML/XMI model 

Concerning the implementation details, the most common representation format of 
feature models is based in XML. In the UML side, the use of XMI is more and more 
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frequent, in spite of compatibility issues. Therefore, XML is the basis of the 
representation and the transformation mechanism. The most straightforward 
implementations will use XLST style sheets or java tools to translate XML files 
directly or via DOM trees. The diversity and volatility of feature meta-models is an 
important issue. For this reason we have selected the XFeature (available in 
http://www.pnp-software.com/XFeature/) tool. It has some advantages, as the use of 
standard technology (XML and Eclipse) or the customizability of the feature meta-
model (the tool allows users to define their own meta-models). The resulting UML 
model must be XMI-based; therefore any UML compliant case tool could be a valid 
option. A first implementation, using a XML style sheet, is given in [11]. The Figure 
4 shows a feature model expressed with the XFeature tool, and the class diagram 
obtained from the resulting XMI file, after the application of the style sheet. The 
generated XMI file is imported into the Together CASE tool in a straightforward way. 
As XFeature, Together and the XSLT transformation engine are plug-ins of Eclipse, 
the integration of these tools is immediate. The image of Figure 4 shows the Together 
perspective. A simple change of perspective allows working with XSLT or 
XML/XMI files directly. 

 
Fig.  4 A Feature model in XFeature tool and the Framework (automatically obtained using the 

implemented XML style sheet), integrated in the Eclipse platform 

3 Conclusions and future work 

In this article, the possibilities provided by new technologies such as MDA/MDD in 
the process of requirements elicitation and analysis are discussed in the context of 



product line development. The transformation of feature models in UML models has 
shown its possibilities.  

The most immediate pending work comprises the inclusion of explicit traceability 
in the transformation specification and implementation. This approach implies in 
consequence the enhancement of the supporting meta-models. 
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